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Abstract

The study of states of arousal is key to understand the principles of consciousness. Yet, how different brain states emerge
from the collective activity of brain regions remains unknown. Here, we studied the fMRI brain activity of monkeys during
wakefulness and anesthesia-induced loss of consciousness. We showed that the coupling between each brain region and
the rest of the cortex provides an efficient statistic to classify the two brain states. Based on this and other statistics, we
estimated maximum entropy models to derive collective, macroscopic properties that quantify the system’s capabilities to
produce work, to contain information, and to transmit it, which were all maximized in the awake state. The differences in
these properties were consistent with a phase transition from critical dynamics in the awake state to supercritical
dynamics in the anesthetized state. Moreover, information-theoretic measures identified those parameters that impacted
the most the network dynamics. We found that changes in the state of consciousness primarily depended on changes in
network couplings of insular, cingulate, and parietal cortices. Our findings suggest that the brain state transition underlying
the loss of consciousness is predominantly driven by the uncoupling of specific brain regions from the rest of the network.
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Introduction

Interesting phenomena in biological systems are usually
collective behaviors emerging from the interactions among
many constituents. Large-scale brain activity is not an excep-
tion: The brain’s network continuously generates coordinated
spontaneous patterns of activity among brain regions at
multiple spatiotemporal scales (Biswal et al. 1995; Fox and
Raichle 2007; Chang and Glover 2010). Changes in spontaneous
brain activity are observed in different brain states; the study
of which is essential to understand the organizing principles
of brain activity. For instance, anesthesia has been used to
transiently induce loss of consciousness and to investigate
the neural correlates of the awake state. Previous studies
showed that different anesthetics, acting on different molecular
targets (Alkire et al. 2008), similarly impact the strength
and the structure of functional correlations (Greicius et al.
2008; Ferrarelli et al. 2010; Boly et al. 2012; Guldenmund
et al. 2013; Barttfeld et al. 2015; Uhrig et al. 2016), and their
dependence on interareal anatomical connections (Barttfeld
et al. 2015; Uhrig et al. 2018). However, how changes in local
regions and subnetworks combine to affect the collective
brain dynamics and to lose consciousness remains largely
unknown. To answer this question, it is essential to precisely
characterize the collective properties of different brain states
and their dependence on parameters at the system’s level. This
dependence is likely not straightforward since, as for many
complex systems, the system’s behavior could be differently
affected by changes in its parameters. In such a case, while
some parameters can largely vary without affecting the system’s
behavior (the so-called sloppy parameters), even small changes
in some others can significantly modify it (Machta et al. 2013;
Panas et al. 2015; Ponce-Alvarez et al. 2020).

In recent years, statistical mechanics has proven to be more
and more useful to describe collective neural activity. Statistical
mechanics shows that the behaviors of complex systems can
be captured by macroscopic properties, which emerge from
the collective activity of the units, in a way largely indepen-
dent of the microscopic details of the system. These emergent
(macroscopic) behaviors can be classified into qualitatively dif-
ferent ordered or disordered phases. Of particular interest are
dynamics poised close to phase transitions, or critical points,
where order and disorder coexist. Theoretical reasoning shows
that complex dynamics and optimal information processing
are expected at critical points, making criticality a candidate-
unifying principle to account for the brain’s inherent complexity
necessary to process and represent its environment (Chialvo
2010; Shew et al. 2011; Shew and Plenz 2013; Hidalgo et al. 2015).
Following this view, studies of whole-brain and local circuit
dynamics have proposed that anesthesia shifts the dynamics
from the critical point (Tagliazucchi et al. 2016; Fekete et al.
2018). This is supported by the reduction of several measures
of brain dynamics complexity under anesthesia (Casali et al.
2013; Hudetz et al. 2015; Schartner et al. 2015; Solovey et al.
2015). The global mechanisms underlying different conscious
states have been recently investigated using an anatomically
constrained dynamical model with a global coupling parameter
in combination with EEG recordings (Lee et al. 2019). However,
it remains unknown which are the macroscopic properties and
the relevant local/global parameters describing the transition of
collective activity from the awake to anesthetized states. Indeed,
different local/global network parameters are likely to jointly
determine the different brain states and to differently contribute
to the state transitions.

In this study, we addressed these questions by analyzing the
brain’s collective activity in different levels of arousal, that is,
during wakefulness and under anesthesia. Specifically, we ana-
lyzed resting-state fMRI dynamics of awake and anesthetized
macaque monkeys (Uhrig et al. 2018). Five different anesthe-
sia protocols, involving three different anesthetics (propofol,
ketamine, and sevoflurane), were used to induce moderate seda-
tion or deep anesthesia. First, we derived efficient statistics that
distinguished between awake and anesthetized brain states.
Second, we used these statistics and the maximum entropy
principle to model the brain’s activity and to derive important
emergent properties that described the different brain states.
These emergent properties provided information about the sys-
tem’s physical state and about its capability to produce work, to
contain information, and to transmit it. Finally, we investigated
the dependence of collective activity on the different model
parameters.

Materials and Methods
Animals

This study included a total of five rhesus macaques (Macaca
mulatta; four females, one male, 5-8 kg; 8-12 years of age). All
procedures were conducted in accordance with the European
convention for animal care (86-406) and the National Institutes
of Health’s Guide for the Care and Use of Laboratory Animals.
Animal studies were approved by the institutional Ethical Com-
mittee (Comité d’Ethique en Expérimentation Animale, proto-
cols #10-003 and #12-086).

Experimental Procedures

Monkeys received anesthesia either with propofol, ketamine,
or sevoflurane (Uhrig et al. 2018). The details of the anesthe-
sia protocols are described in the Supplementary Information.
Monkeys were scanned on a 3-T horizontal scanner (Siemens
Tim Trio; TR, 2400 ms; TE, 20 ms; and 1.5-mm?3 voxel size; 500
brain volumes per scan session). Before each scanning session,
a contrast agent monocrystalline iron oxide nanoparticle (MION)
was injected into the monkey’s saphenous vein. MION isolates
the regional cerebral blood volume (rCBV) component of the
functional activity, with higher contrast-to-noise ratio as com-
pared with blood-oxygen-level-dependent (BOLD) imaging (Van-
duffel et al. 2001). Acquisition and preprocessing of functional
images followed the standard steps described in (Barttfeld et al.
2015) and in the Supplementary Information. Time series were
obtained for N = 82 previously defined cortical regions of interest
(ROIs) (CoCoMac Regional Map parcellation).

Data Binarization

fMRI time series were binarized to study the data statistics and
to learn two different families of maximum entropy models
(MEMs). While binarization was required to construct the MEMs,
transformation of continuous fMRI signals into discrete point
processes has proven to effectively capture and compress fMRI
large-scale dynamics (Tagliazucchi et al. 2012). Importantly, the
fluctuations that cross the threshold do not merely represent
noise. Indeed, it has been shown that the point process resulting
from signal thresholding largely overlaps with deconvoluted
fMRI BOLD signals using the hemodynamic response function
and preserves the topology of the resting-state networks (RSNs)
(Tagliazucchi et al. 2012). We here discretized the signals as
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follows. For each scan, the z-scored time series of each ROI, x;(t)
(1 < i < N), was binarized by imposing a threshold § = -1.
The threshold has opposite sign compared with the one used by
Tagliazucchi et al. (2012) because, in contrast to the BOLD signal,
functional activations lead to increased rCBV that manifests a
decrease in MION-based fMRI signal (Schélvinck et al. 2010). Two
binarization procedures were used. The first method detects the
threshold crossings: The binarized activity is oj(t) = 1 if x;(t) < 6
and xi(t — 1) > 0, and oi(t) = 0 otherwise. The second method
assigns the values 1 and -1 to all time points below or above
the threshold, respectively: o(t) = 1 if x;(t) < 6, and o;(t) = —1
otherwise. The first and the second procedure result in sparse
and dense binary activity, respectively. We used the sparse and
dense methods to construct coupling-MEMs and pairwise-MEM,
respectively. This was to meet the assumptions of the model
inference (see Supplementary Information).

k-Means Classification

We used k-means clustering to classify the scans based on
different statistics. Let () be a vector calculated from scan i, for
example, the vector containing all pairwise correlations among
the ROIs. We used k-means to partition the collection of v()
into a prespecified number (k) of clusters. k-means minimizes
the within-cluster variation, over all clusters. We used k=2 to
evaluate how well the scans corresponding to the awake state
and those corresponding to the anesthetized states (indepen-
dent of the anesthetic protocol) could be classified based on
vectors v, To classify the six different experimental conditions,
we used k = 6. The classification performance was given by
the proportion of correctly clustered scans. We used 100 random
initial conditions of the k-means algorithm to obtain the average
classification performance and its uncertainty.

Maximum Entropy Models (MEMs)

MEMs estimate the probability distribution of all possible binary
patterns, P(o), that matches the expectation of a set of data
observables. Let O1(0), ..., (o) be the set of L data observables
we seek to preserve. For example, if we were interested only on
activation rates, (i), we would need to consider N observables
01,...,0N. Under the model distribution P(c), the observables’
expectations are given as:

{Oimodel = QP (@) O (0), (1)
{o}

and should fit those of the data, (Oi)gara = .11 0i(0?), where
ot is the observed pattern at time t (1 < t < n). We search
for the model distribution P(s) that does fewer assumptions,
that is, the one that has maximal entropy S = > (;,P(0) InP(o).
Thus, the problem is equivalent to maximizing a function (the
entropy) given some constraints on the expectation values of
the observables, a problem that can be generally solved using
Lagrange multipliers. The maximum entropy distribution has
the general form:

L
1 1
P(0) = - exp (Z Q0 (a)) = exp(-E(0)), @)

i=1

Where € = [Q4, ..., QL] are the Lagrange multipliers enforcing
the constraints, E(6) = — >'- ; ;0;(o) represents the energy of

the pattern, and the normalizing factor Z = 3, exp(~E(o))
is the partition function (see Supplementary Information). We
estimated different MEMs built on different constrained data
observables.

Linear coupling-MEM

First, we considered the MEM that is consistent with the proba-
bility distribution P(K), the average activations (o;), and the linear
coupling between o; and K, that is, (c;K) (which relates to z;). As
shown in Gardella et al. (2016), the resulting energy function is
given as: E(6) = — >N, (a; + Bx + viK)oi. The model parameters
o = [a1,...,on], B = [Bo,...,BNn], and y = [y1,..., yn] are Lagrange
multipliers associated to the constrained observables (o;), P(K),
and (o;K), respectively. The model has 3N + 1 parameters.

Nonlinear coupling-MEM

The above model can be extended to include the nonlinear
coupling between o; and K. The complete coupling between o;
and K is provided by the joint probability distributions of o;
and K, that is, P(o;,K), which is the target observable of the
nonlinear coupling-MEM. In this case, the energy is given as
E(o) = —Z{il Hix)oi (Gardella et al. 2016), where K(o) is the
number of active ROIs in pattern ¢ and the parameters H;g(,) are
associated to the constrained observables (o;fk ), where P(K =
k) = (6kx) and &gy is the Kronecker’s delta. The parameters
H; k(o) represent the tendency of ROl i to activate when K(o) ROIs
are active. Relaxing the linearity assumption makes the model
more complex, as it has N(N + 1) parameters. Moreover, in the
nonlinear model, parameters jointly represent the interaction
between K and o;, whereas the linear model allows to separate
the terms related to global dynamics (K), local dynamics (o;), and
their interaction. Indeed, the linear model is a special case of the
nonlinear model with Hjg) = o; + Bk + viK.

Pairwise-MEM

The third model we considered is the one that targets the acti-
vation rates (< o; >) and the pairwise correlations (< ojoj >) of
the data. The resulting energy function of the maximum entropy
distribution is given as E(6) = — >, hioi — 3 L4 X7 Jjoio;
(Schneidman et al. 2006; Tkacik et al. 2015). The model parame-
ter h;, called intrinsic bias, represents the intrinsic tendency of
neuron i toward activation (o; = +1) or silence (5; = —1) and
the parameter J; represents the effective interaction between
neurons i and j.

The parameters of the coupling-MEMs and pairwise-MEMs
were estimated from the data using likelihood (Gardella et al.
2016) and pseudolikelihood (Ezaki et al. 2017) maximization,
respectively (see Supplementary Information).

Macroscopic Quantities

The analysis of the learned MEMs provides relevant properties
of the collective activity. These quantities derive from the Boltz-
mann distribution and they are interpretable in the framework
of statistical physics. The description and calculation of these
quantities are presented in the Supplementary Information in
detail. Briefly, we studied the system’s Helmholtz free energy,
susceptibility, and heat capacity. The free energy F is given by
the difference between the average energy and the entropy,
that is, F = (E) — S = —In(Z); it quantifies the useful energy
that is obtainable from the system. The susceptibility x relates
to the diversity of population states, that is, x = var(K), but,
importantly, it also relates to the system’s response to intrinsic
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or external inputs (see Supplementary Information). The heat
capacity C, quantifies the diversity of accessible energy states,
that is, C;, = var(E). The heat capacity measures the size of the
dynamic repertoire of the system. Furthermore, a parameter T,
which scales all model parameters (2 — @/T), can be introduced
to study the effect of a change in the system’s disorder (“tem-
perature”) on the repertoire of accessible energy states, that is,
the function Cp(T) = var(E)/T?. This function is informative of
the state of the system in terms of criticality: A maximum of
the heat capacity close to Tmax = 1 suggests that the observed
system is likely to be close to a critical state, whereas Tmax < 1
and Tmax > 1 indicate supercritical and subcritical dynamics,
respectively (Tkacik et al. 2014, 2015; Hahn et al. 2017) (see
Supplementary Information and Supplementary Fig. 7).

Fisher Information Matrix

We were interested in detecting which parameters have the
strongest effect on the collective activity. For this, we studied
the Fisher information matrix (FIM, noted G) of the learned
MEMs. The FIM represents the curvature of the log-likelihood
of the model, log P(o|f), with respect to the model parameters;
that is, it quantifies the sensitivity of the model to changes in
parameters. It is given as:

921n P (¢|R)

G = — P(o|R) ———=. 3
Kl {Z.;: (o]®) TN (3)

Where 1 < k,1 < L, where L is the number of parameters. As
shown in Supplementary Information, the FIM is given by the
second derivatives of the free energy:

#?InzZ  9°F

Gy = = .
TN Yo N ToNFTo

(4)

To quantify the sensitivity of the different parameters, we
decomposed the FIM into eigenvectors, noted vq,...,v;, and
measured the sensitivity of a given parameter i by its absolute
contribution to the first eigenvector, that is, |v1(i)l.

Statistical Analysis

We used one-way ANOVA followed by Tukey’s post hoc analy-
sis to compare the means of three or more distributions and
Wilcoxon rank sum test to compare the medians of two distribu-
tions. We measured the dissimilarity between two distributions
(i.e., data vs. model distribution) through the Jensen-Shannon
divergence. Correlation matrices were analyzed using standard
PCA. Statistical models (i.e., maximum entropy models) were
estimated using likelihood and pseudolikelihood maximization.

Results

We analyzed the resting-state fMRI dynamics of five rhesus
macaques (Macaca mulatta) under different levels of arousal:
wakefulness (n=24 scans), two levels of propofol sedation
(moderate, MPP, n=21, and deep, DPP, n=23), sedation through
ketamine (KETA, n=22), and two types of sevoflurane anesthesia
(SEV2, n=18, and SEV4, n=11) (see Materials and Methods
and Supplementary Information). All the anesthesia protocols
used here induced loss of consciousness (Uhrig et al. 2018; see
also Supplementary Information). fMRI MION time series were

obtained for N = 82 previously defined ROIs (CoCoMac Regional
Map parcellation). Each scan was 20 min long and was acquired
in time frames of 2.4 s (i.e., 500 time frames).

Coupling to Population Reliably Distinguished between
Awake and Anesthetized Brain States

We were interested on collective patterns displayed among the
N ROISs, for the six different experimental conditions. For this,
we first binarized the z-scored time series of each ROI, x;(t),
by imposing a threshold ¢ = —1 (Fig. 1A,B, see Materials and
Methods). Binarization of time series has proven to effectively
capture and compress fMRI large-scale dynamics (Tagliazucchi
et al. 2012; Watanabe et al. 2013). We concentrated on different
statistics that described the resulting binary data: The activation
rate of each ROI, that is, (o;), the correlation between ROIs,
that is, Cj = corr(s;,0j), and the population activity, that is,
K(t) = >N, oi(t) (Fig. 1C). We were particularly interested on the
coupling of each ROI to the population activity, defined as:

z; = corr [oj(t), K.i(t)], (5)

Where K_;(t) is the sum activity of all ROIs but ROI i: K (t) =
> jxici(t). Recent findings showed that propofol anesthesia
affects the coupling to global signal in humans and rats (Tanabe
et al. 2020). In the following, we show that the statistics
z = [z1,...,zN] provides, with only N parameters, a compact
description of the binary collective activity and can be used to
classify the brain states.

The couplings to the population were highly predictive of the
functional correlations (Fig. 2A~C). Indeed, the product n;; = z;xz;
highly correlated with the functional correlation (FC) between
the fMRI time series of ROIs (i,j) (corr.. 0.65-0.78, P <0.001).
Moreover, we found that the vector z correlated across scans
within the same experimental conditions, with the average
correlation coefficient being equal to 0.3+0.01 (Fig. 2D, blue
distribution). This correlation was significantly higher (P <0.001,
F(2,3533) =976.5, one-way ANOVA followed by Tukey’s post hoc
analysis) than correlations obtained using the vectors repre-
senting the average activities and the correlations, that is, vec-
tors p = [(o1),...,(on)] and p = [C12,Cq3,...,Cn-1,n], TESpEC-
tively (Fig. 2D, green and red distributions, corr.: 0.06+0.01 and
0.11+0.01).

Furthermore, we found that the coupling to the popula-
tion could be used to classify the awake and anesthesia states
with high accuracy (Fig. 3A). We tested this by using a classi-
fier based on k-means clustering (see Materials and Methods).
Based on the statistic z, we were able to classify the scans of
two categories, awake versus anesthesia (independently of the
anesthetic), with 96.6% of correct classifications (chance level:
50%). This classification performance was higher than the one
obtained using the statistics p and p, yielding 74.0% and 74.8%
of correct classifications, respectively (Fig. 3B,C). Classification
among the six experimental conditions yielded lower perfor-
mances but was higher for statistic z than for p and p: 38.3%,
33.2%, and 29.9%, respectively (chance level: 16.7%). Similar dif-
ferences in classification performances for population couplings
and functional correlations were obtained using continuous (not
thresholded) signals (Supplementary Fig. 1). Altogether, these
results show that the coupling to population is a reliable marker
to distinguish between awake and anesthetized brain states.
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Figure 1. Binarization and statistics. (A) MION fMRI signals were z-scored and binarized by imposing a threshold equal to minus the standard deviation, for each signal
(see Materials and Methods). (B) In each time bin of 2.4 s, the state of signal of ROI i, noted o;(t), was equal to 1 if the MION signal for this ROI was lower than minus its

standard deviation, or equal to 0 otherwise. The average activity of ROI i was (o;)

137 16i(t), where n is the number of time points. (C) The population activity was

defined as the sum of the binary activity of the N ROIs in each time bin t, that is, K(t) = Z{ilci (t).

To examine which ROIs contributed the most to distinguish
between the awake state and anesthesia based on z, we per-
formed PCA on the collection of z-scored vectors z. The first
principal component was sufficient to separate the awake and
anesthesia conditions (Fig. 3D). This component had strong coef-
ficients for brain regions located in the cingulate, parietal, intra-
parietal, insular cortices, and the hippocampus (Fig. 3E). Overall,
changes in average couplings to the population with respect to
awake values were similar for all anesthetics (Fig. 3F). We next
asked how these changes affect the collective properties of brain
dynamics.

Modeling Collective Activity Using Maximum Entropy
Models

Collective activity is ultimately described by the probability of
each of the binary patterns ¢ = [o1,...,0n]. Estimating the
distribution P(c) over the 2N possible binary patterns from the
data is impractical with limited amount of observations, since

for N =82 there are more than 10 possible patterns. A useful
technique to estimate P(o) relies on the maximum entropy prin-
ciple. Maximum entropy models (MEMs) find P(¢) by maximizing
its entropy under the constraint that some empirical statistics
are preserved (see Materials and Methods). As shown above,
an interesting statistic for the present study is the coupling
between the state of each binary signal, o;, and the population
activity K. The maximum entropy distribution that is consistent
with the probability distribution P(K), the average activations (o;),
and the linear coupling between o; and K, that is, (6;K) (which
relates to z;), is given by the Boltzmann distribution P(o) =
e E) /7, where E(o) represents the energy of the pattern o, given
as (Gardella et al. 2016):
N
E(0) =— > (o + B +viK oi. (6)
i=1

The model parameters o;, fg, and y; are Lagrange mul-
tipliers associated to the constrained observables (sj), P(K),
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Figure 2. Coupling to population predicts the functional connectivity and is consistent within experimental conditions. (A) Relation between population couplings
and pairwise correlations. Color map: The average functional connectivity (FC) is shown after ordering the ROIs according to z; averaged for each scan within a given
experimental condition (here for the awake condition). Top and right insets: ordered values of z. (B) Same as (A) but for the deep propofol (DPP) anesthesia condition. (C)
Relation between the elements of the FC and the corresponding products of coupling to population (z;zj) (correlation: 0.78, P <0.001). (D) Consistency of the different
statistics. We tested whether (o), z, and FC were similar across scans within the same experimental condition. For example, for the statistic z, we calculate the correlation
of this N-dimensional variable for all pairs of scans belonging to the same experimental condition and computed the distribution of correlation coefficients (blue
distribution). High correlation coefficients indicate that, within experimental conditions, scans yielded similar vector z. The same can be done for the N-dimensional
variable (o) (green distribution) and the vector of FC elements (N(N — 1)/2 dimensions; red distribution).

and (ojK), respectively. The normalizing constant Z is the
partition function, given by Z = >, e“E), which contains
information about useful statistics predicted by the model
(see below). This model can be extended to include the
nonlinear coupling between o; and K, that is, by targeting the
joint probability distributions of o; and K (see Materials and
Methods).

For both linear and nonlinear coupling-MEMs, the model
parameters were inferred from the single-scan data using max-
imum likelihood (Gardella et al. 2016) (see Materials and Meth-
ods). Notably, for the coupling-MEMs, the partition function can
be calculated directly—something that is generally not the case
for most MEMs, since its calculation involves summing over all
possible states.

We used these coupling-MEMs to fit the binary single-scan
fMRI data for the different experimental conditions. The models

accurately estimated the distribution of population activity P(K)
(average Jensen-Shannon divergence Djs between the model and
data distributions: Djs <107 for both the linear and nonlinear
coupling-MEM,; Fig. 4A and Supplementary Fig. 2). Moreover, the
models were able to moderately predict the covariances of the
data (Fig. 4B,C), which were not used to constrain the models.
Across the different datasets, the average correlation between
the data and predicted covariances was r=0.31+0.03 for the
linear coupling model and reached 0.44 +0.02 for the nonlinear
coupling model (see also Supplementary Fig. 2). Furthermore,
scan classification based on parameters y; yielded 86% and 45%
correct classifications between awake and anesthetized condi-
tions and among the six experimental conditions, respectively
(Supplementary Fig. 3A,B). Using parameters «;, the classifier
performance decreased to 75% and 28%, respectively (Supple-
mentary Fig. 3B). Thus, the learned linear coupling-MEM showed
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Figure 3. Coupling to population predicts the state of the brain. (A-C) Correlation matrix comparing the statistics z, (o), and FC among all scans. For example, in panel
(A), the element (k, 1) of the matrix represents the correlation between the coupling to population vector z of scans k and 1. Coupling to population clearly separated
awake and anesthesia data. Using k-means, we evaluated how well the different statistics could be used to classify the awake and anesthetized conditions (chance
level: 50%). The classification performance using the coupling to population statistic was 96.64%, which was significantly higher than using the mean activity (73.95%)
or the functional connectivity (74.79%). Classification of the six experimental conditions was generally lower, but higher for z than for (o) and FC (38% vs. 33% and
29%, chance level: 16.67%). (D) PCA analysis showed that z vectors separated the awake and anesthetized conditions along the first principal component (PC1). Each
dot represents a scan. (E) The absolute coefficient of PC1 associated to each ROI. (F) During anesthesia, z was reduced compared with wakefulness for most of the
ROIs. Changes from awake baseline, Az(i) = z(Awake) — z(i), where z was averaged over scans, were highly correlated for the different anesthetics (with correlation
coefficients ranging from 0.85 to 0.93). The panel shows the comparison between Az(DPP) and Az(KET).

consistent variations in parameters y; (associated to z;) across
the different arousal states.

Collective Activity Indicated Reduced Free Energy,
Susceptibility, and Heat Capacity under Anesthesia

We can learn interesting features of collective activity using
the estimated models. One important quantity is the system’s
Helmbholtz free energy, which is given by the difference between
the average energy ((E)) and the entropy (S), thatis, F = (E) — S.
The free energy quantifies the useful energy that is obtainable
from the system. Using the Boltzmann distribution, the free
energy can be directly obtained from the partition function as
F = —In(Z). Thus, since Z is tractable for the coupling-MEMs,
we can directly estimate F. We found that the free energy was
significantly higher for the awake state compared with all anes-
thetized conditions for both the linear (Fig. 4D) and the nonlin-
ear (Supplementary Fig. 4A) coupling-MEMs (P < 0.001, one-way
ANOVA followed by Tukey’s post hoc analysis). This result is both
interesting and reasonable because it indicates that more useful
energy can be extracted from the awake state than from the
anesthetized state.

Two other important statistical quantities can be derived
from the model, namely the “susceptibility” and the “heat capac-
ity”. The susceptibility x relates to the diversity of population
states, while the heat capacity C, quantifies the diversity of
accessible energy states. Specifically, the susceptibility and the

heat capacity of the model are given by the variances of the pop-
ulation activity and the energy, respectively, that is, x = var(K)
and C), = var(E). We found that x and Cj, were significantly higher
for the awake state compared with all anesthetized conditions
for both linear and nonlinear coupling-MEMs (linear model:
Fig. 4EF, nonlinear model: Supplementary Fig. 4B,C; P <0.001,
one-way ANOVA followed by Tukey’s post hoc analysis). This
indicates that the awake system had larger population fluctu-
ations and a larger repertoire of energy states than the system
under anesthesia.

We next extend these results by estimating MEMs con-
strained by pairwise correlations (Schneidman et al. 2006; Tkacik
et al. 2015). Pairwise-MEMs can be mapped to Ising models,
allowing to assess the state of the observed system in terms of
criticality and to study its response to external stimuli. To build
the models, we estimated the maximum entropy distribution
P(s) under the constraint that the activation rates (< o; >) and
the pairwise correlations (< ojo; >) are preserved. The energy
of the Boltzmann distribution that is consistent with these
expectation values is given by (Schneidman et al. 2006; Tkacik
et al. 2015):

N 1 N N
E(o) =— zhioi -3 ZZ}UGI'O]‘. (7)
i=1 i=1 j=1

In this pairwise-MEM, the parameter h;, called intrinsic bias,
represents the intrinsic tendency of ROI i toward activation
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Figure 4. Maximum entropy models indicate higher free energy and heat capacity during wakefulness than during anesthesia. (A) Fitting of P(K) using the linear
coupling-MEM. Data and predictions from all scans from the awake condition. (B, C) Fitting of covariances using the linear coupling-MEM for the awake (B) and
ketamine (C) conditions. (D-F) The free energy, the susceptibility, and the heat capacity were derived using linear coupling-MEMs for the different conditions. Similar
results were obtained using the nonlinear model (see Supplementary Fig. 4). Squares and error bars indicate means and standard deviations across scans, respectively,
and the asterisks indicate significantly different values for the awake condition (P < 0.001 one-way ANOVA followed by Tukey’s post hoc analysis). (G-L) same as (A-F)
but using pairwise-MEMs. Error bars indicate standard errors across Monte Carlo simulations of the models. Asterisks indicate significantly different values for the

awake condition (P < 0.001, one-way ANOVA followed by Tukey’s post hoc analysis).

or silence and the parameter J; represents the effective
interaction between ROIs i and j. The estimation of the model
parameters @ = {h,J} was achieved through a pseudolikelihood
maximization (Ezaki et al. 2017) (see Materials and Methods).
Since this model requires the precise estimation of < o005 >,
it cannot be fitted to single-scan data and, for this reason, we
used concatenated data from each experimental condition. The
pairwise-MEM accurately predicted the observed correlations

and, to a lower extend, it predicted the distribution of population
activity P(K) (average correlation fit: r =0.985+0.002; average
Djs = 0.006 &+ 0.002; Fig.4G-I and Supplementary Fig. 2)—
this is expected since P(K) was not used to constrain the
model. We found that biases and coupling parameters were
changed for different states, with some parameters increasing
or decreasing, and with a significant reduction of the variance of
couplings in the anesthetized states (Supplementary Fig. SA-D).
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set to 0, so that K represents the number of active ROIs. (C) As shown in equation (S4) in the Supplementary Information, the derivative of the population response
is equal to the variance of population activity, that is, x = 9(K)/dB = var(K). Thus, the higher the population response to a stimulus, the higher the variability of the

population activity.

Moreover, coupling parameters (J) showed a higher correlation
with the anatomical connectivity (or brain connectome) in the
anesthetized states than in the awake state (Supplementary
Fig. SE).

Using this model, we calculated the collective statistical
quantities for the different experimental conditions. Since in
the pairwise-MEM the partition function is not tractable, we
calculated F, x, and Cj, using Monte Carlo simulations (see Mate-
rials and Methods). Consistent with the above results obtained
for coupling-MEMs, we found that the awake system had larger
available energy (free energy, Fig.4J, see also Supplementary
Fig. 6), larger population fluctuations (susceptibility, Fig. 4K), and
larger repertoire of states (heat capacity, Fig. 4L) than the system
under anesthesia. Thus, the different versions of the MEM
used here indicate the same results concerning the statistical
properties of awake and anesthetized states.

As shown in detail in the Supplementary Information, the
susceptibility can be viewed as a measure of the network
response to a stimulus. Indeed, if an external global perturbation
B adds a term to the energy, that is, E(s) + ZlNleoi, the
susceptibility is given by the derivative of (K) with respect to B,
thatis, x = 9(K)/dB (Fig. 5A-C).It can be shown that x = 3(K)/dB =
var(K) (see Supplementary Information); thus, the higher the
network response to a variation of the external stimulus, the
higher its variability (Fig. 5C). We found that application of an
external stimulus elicited larger and more diverse responses for
the pairwise-MEM corresponding to the awake state than for
the models corresponding to the anesthetized states.

Awake Collective Activity Displayed Critical Dynamics
that Were Shifted to a Supercritical Regime under
Anesthesia

The pairwise-MEM can be used to assess the physical state
of the system. Indeed, by introducing a scaling parameter T,
analogous to the temperature in statistical physics, one can
obtain relevant features of the collective dynamics. For this, we
scaled all model parameters as  — /T and calculated the

heat capacity as a function of T, given by C,(T) = var[E]/T2.
The “temperature” T controls the level of disorder and its effects
can be understood by examining the system’s energy levels
(Supplementary Fig. 7). Briefly, at low temperatures, interactions
dominate over fluctuations making the system predominantly
silent and ordered. In contrast, at high temperatures, the system
is disordered and relatively uncoupled because fluctuations
dominate over interactions. Both low and high temperatures
lead to a low Cj. However, for a specific temperature Tmax,
order and disorder coexist in the system and Cj, is maximal as
expected for critical dynamics (Tkacik et al. 2014; Hahn et al.
2017). Thus, a maximal heat capacity at Tmax = 1 (corresponding
to the model learned from the data) suggests that the system
operated close to a critical state (whereas Tmax < 1 and Tmax > 1
indicates supercritical and subcritical dynamics, respectively).

We found that the heat capacity curve was maximal for a
temperature equal to 1 for the awake state, while it peaked at
Tmax < 1 for the anesthetized conditions (Fig. 6). These results
suggest that the awake state displayed critical dynamics, while
dynamics under anesthesia were supercritical, which indicates
that the anesthetics had a disconnection effect.

Couplings to Population Relate to the Sensitive
Parameters of the System

We next evaluated how the different parameters affected the
model’s collective behavior. In general, changes in parameters
can differently affect the system’s behavior, with some param-
eters (called “stiff” parameters) effectively modifying it, while
others have little effect on it (“sloppy” parameters) (Machta et al.
2013). We used an information-theoretical approach based on
the Fisher Information Matrix (FIM, noted G) to detect the param-
eters that have a strong effect on the collective activity (see
Materials and Methods). The FIM measures the change in the
model log-likelihood P(o|®) with respect to changes in the model
parameters €. As demonstrated in the Supplementary Informa-
tion, the FIM relates to the second derivatives of the free energy

with respect to the model parameters, that is, G; = 7%
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Figure 6. Heat capacity as a function of temperature. Heat capacity curves Cy(T)
were calculated for varying temperature parameter T for each condition. The
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The heat capacity peaked at T < 1 for the anesthetized conditions, indicating
supercritical dynamics during anesthetized states.

This relation provides a direct link between a macroscopic quan-
tity (the free energy) describing the collective dynamics of the
different brain states and the underlying model parameters.
For the linear model, the parameters that contributed the most
to the FIM were the parameters vy; (Fig. 7A). This explains how
changes in couplings to population, as observed between awake
and anesthetized states, effectively change the collective state
of the system, leading to the observed shift from critical to
supercritical dynamics.

To evaluate the importance of each of the parameters, we
defined the parameter’s sensitivity as its absolute contribution
to the first eigenvector of the FIM (see Materials and Methods).
The regions with the largest associated sensitivity for param-
eter y were located in the cingulate, parietal, and insular cor-
tices (Fig. 7B). Those that contributed the least were visual and
prefrontal cortices. Interestingly, the regions presenting larger
reductions of y between awake and anesthesia tended to be
those with higher associated sensitivity (corr: 0.74, P <0.001;
Fig. 7C).

We further examined how changes in pairwise correlations
between awake and anesthesia related to changes in parameters
of different sensitivity. We analyzed the average difference of
correlation (AC) between awake and anesthesia. The matrix AC
was decomposed into eigenvectors. Two groups of ROIs were
clearly separated according to their positive or negative con-
tribution to the first eigenvector of the matrix AC, respectively
(Fig. 7D). Those that contributed positively were prefrontal and
visual cortices, and those that contributed negatively were the
cingulate, parietal, and insular cortices (Fig. 7E). Both groups
presented a reduction of correlations under anesthesia; how-
ever, we found that the ROIs belonging to different groups were
related to parameters that differently impacted the network
dynamics. Indeed, prefrontal and visual cortices were related
to parameters of significantly lower sensitivity than cingulate,
parietal, and insular cortices (Fig. 7F,G, P < 0.001, Wilcoxon rank
sum test). Hence, although prefrontal and visual areas changed
their correlations, these changes were related to parameters that
had a low impact on collective dynamics.

Finally, we found that the sensitivity of the ROIs was predic-
tive of the response of the entire network to a local external

stimulation (see Supplementary Fig. 8). Indeed, when exter-
nally stimulating single ROIs, we found the network response
increases with the associated sensitivity of the locally stimu-
lated ROL

Discussion

In this study, we analyzed the fMRI binary collective activity of
monkeys during wakefulness and under anesthesia. We showed
that the coupling between each brain region and the rest of
the population provides an efficient statistic that discriminates
between awake and anesthetized states. We built MEMs based
on this and other statistics to derive macroscopic properties that
described the different brain states, such as the free energy F,
the susceptibility x, and the heat capacity Cj. All these quan-
tities were maximized in the awake state. By studying the heat
capacity curve Cy(T) as a function of a scaling parameter control-
ling the disorder of the system, we showed that awake critical
dynamics were shifted to supercritical ones under anesthesia.
Finally, using the FIM, we showed that changes in brain state
were primarily dependent on changes in the couplings to pop-
ulation that were associated to sensitive model parameters and
to specific brain regions.

Population Couplings and Network Sensitivity

Previous research at the microcircuit level showed that neurons
differ in their coupling to the population activity, with neurons
that activate most often when many others are active and
neurons that tend to activate more frequently when others are
silent (Okun et al. 2015). Using the FIM analysis to detect sloppy
and stiff parameters, it has been shown that these different
types of neurons have a different impact on the network activity,
different stimulus response properties, and different involve-
ment in cortical state transitions (Ponce-Alvarez et al. 2020).
Similar to these previous observations at the microcircuit level,
we here showed that brain regions coupled differently to the
rest of the whole-brain network, that these couplings primarily
determined the collective activity (i.e., they were associated to
the stiff parameters of the model), and that they were consis-
tently different during wakefulness and anesthesia. Notably, the
couplings with largest associated sensitivity, or “stiffness,” were
those that changed the most between brain states (Fig. 7C). Thus,
we proposed that population couplings and their associated
sensitivity are key to understand state transitions of neural
activity at different scales.

Using principal components, we detected the combination
of ROIs that contributed the most to distinguish between the
awake and the anesthetized states based on their population
couplings. The brain regions that changed their population cou-
pling from the awake state to the anesthetized state were the
cingulate, parietal, and insular cortices (Fig. 3E). Notably, the
model parameters associated to the couplings of these regions
were among those impacting the most the collective dynamics
(Fig. 7B,C). Our results suggest that anesthesia modified some
important local/global parameters that effectively induced a
change of brain state. Our results highlight the key role of
the parietocingulate cortex in the mechanism of anesthesia-
induced loss of consciousness. Previous studies have shown that
the parietal cortex (Kaisti et al. 2002; Uhrig et al. 2016) and the
cingulate cortex (Luppi et al. 2019) are most strongly affected
by anesthetics. These cortices also present alterations in brain
injury-induced unconsciousness in humans (Juengling et al.
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Figure 7. Model sensitivity to the different parameters. (A) Fisher information matrix (FIM) calculated using the linear coupling-MEM built using the data
concatenated across scans from the awake condition. The FIM measures how much the model log-likelihood changes with respect to changes in the model parameters,
thatis, € = {«, B, y} for the linear coupling-MEM. (B) Parameter sensitivity associated to population couplings. For each scan, we decomposed the FIM in eigenvectors and
the mean contribution to first eigenvector of parameters y was represented on the brain’s image. This represents the sensitivity of collective activity on the parameters
y associated to the different ROIs. (C) The ROIs with larger reduction of parameter y in anesthetized states with respect to the awake state were those with strongest
sensitivity. (D) Change of pairwise correlations between awake and anesthetized states: AC = Cayake — (Canestn)- ROIs were ordered according to their contribution to
the first eigenvector of AC (top and right insets). Two groups of ROIs were detected according to their positive (labeled in blue in the insets) or negative (labeled in
brown in the insets) contribution to this eigenvector, respectively, with both groups reducing the correlation between awake and anesthesia (red colors indicate pairs of
nodes for which AC;; > 0; blue colors indicate pairs of nodes for which AC; < 0). (E) First eigenvector of AC represented in the brain; ROIs with positive contribution to
the first eigenvector are labeled in blue, those with negative contribution to it are labeled in brown. (F, G) The two groups of ROIs had significantly different associated
sensitivity (P <0.001, Wilcoxon rank sum test), as measured by the FIM values associated to parameters y.

2005; Luppi et al. 2019). Moreover, consistent with our results,
it has been shown that the insula plays an important role in
awareness and is a potential neural correlate of consciousness
(Craig 2009).

Interestingly, although some brain regions, such as visual and

in the report of consciousness, rather than in the conscious
experiences per se (Storm et al. 2017).

Macroscopic “Thermodynamic” Quantities

prefrontal cortices, had different correlations between awake
and anesthesia, they were associated to parameters with low
impact on collective activity. This highlights the importance of
studying not only the change in statistics between brain states
but also their sensitivity on network dynamics. Consistent with
our findings, a recent study of neuronal activity from several
brain regions and in different arousal states (Afrasiabi et al. 2021)
shows that parietobasal ganglia circuits predicted the state of
consciousness, while prefrontal activity failed. In addition, it
has been proposed that the prefrontal cortex is mostly involved

Using the MEMs, we learned interesting collective properties
describing the different brain states. We measured the suscep-
tibility that quantifies the diversity of spontaneous population
fluctuations. The susceptibility can be also viewed as a measure
of the network response to a vanishing global stimulus (Fig. 5,
see also the Supplementary Information). Thus, the higher
susceptibility observed in the awake state, compared with the
anesthetized states, is consistent with transcranial magnetic
stimulation (TMS) studies showing that stimulation elicits a
more diverse and complex response in the awake state than in
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low-level states of consciousness, such as sleep, anesthesia,
and coma (Massimini et al. 2012; Napolitani et al. 2014; Sarasso
et al. 2014, 2015). Moreover, our study predicts that localized
stimulation of ROIs with strong associated parameter sensitivity
would elicit a large network response (Supplementary Fig.
8). This model prediction could be experimentally tested
by combining intracranial stimulation and the present FIM
analysis.

The models also allowed the estimation of the system’s heat
capacity, a measure that quantifies the extent of the accessible
dynamical repertoire. Indeed, a maximal heat capacity not only
indicates that the system can display a large number of energy
states but also that these energy states are distinguishable
(Supplementary Fig. 7). Thus, a large heat capacity indicates a
large capacity to represent information in numerous separable
states. The observed reduction of heat capacity in the anes-
thetized states is consistent with previous studies showing that
the repertoire of correlation states is limited during anesthesia
(Uhrig et al. 2018) and maximized in conscious states (Gue-
vara Erra et al. 2016; Perez Velazquez et al. 2019). Furthermore,
by varying a scaling parameter analogous to temperature, the
resulting heat capacity curves suggest that awake dynamics
were critical, while anesthetized dynamics were supercritical,
consistent with previous predictions (Tagliazucchi et al. 2016;
Fekete et al. 2018). The model used here gives an intuitive
interpretation of the transition between critical to supercritical
dynamics. Indeed, in the pairwise-MEM, supercritical dynamics
are associated with a regime in which random fluctuations
dominate over interactions, which is consistent with a discon-
nection of effective couplings. It is important to note that the
scale parameter T is only introduced to assess the state, that
is, subcritical, critical, or supercritical, of the observed system
(the one given for T = 1, for which the pairwise-MEM fits the
data). This does not mean that differences between awake and
anesthetized states are due to a global reduction of interactions
and biases; instead, different arousal states yielded different
biases and couplings (Supplementary Fig. 5), which, in combi-
nation, resulted in a change of the system’s state. This means
that the anesthesia reconfigured the system and not only scaled
its parameters. Interestingly, we observed a significant reduction
of the variance of pairwise couplings in the anesthetized states
(Supplementary Fig. 5A-D), which is consistent with previous
work showing that the number configurations of functional
connections are maximized in conscious states (Guevara Erra
et al. 2016; Perez Velazquez et al. 2019). Moreover, we found
that effective couplings correlated more with the anatomical
connections for the anesthetized states than for the awake state
(Supplementary Fig. 5E), an effect that has been observed in
empirical data (Barttfeld et al. 2015; Uhrig et al. 2018) and cannot
be explained by changes in global connectivity alone (Lee et al.
2019).

Lastly, we measured the Helmholtz free energy of the esti-
mated models. The free energy measures the useful energy that
can be extracted from the system to the environment, that is,
its ability to produce work. Reasonably, the awake state led
to higher free energy than the anesthetized states. Another
important property of free energy is that its change with respect
to the model parameters is equal to the Fisher information
and, thus, it relates to the sensitivity of collective dynamics on
these parameters. This result provides a direct link between
the sensitivity of parameters and the change of a macroscopic
quantity, the free energy, the behavior of which is known to
characterize the phase transition (Ginzburg and Landau 1965).

For the linear coupling-MEM, we showed that the couplings to
population (z) were associated to the parameters that have the
strongest impact on collective activity. Consistently, we found
that z was an efficient observable to classify the arousal states
that collective dynamics were qualitatively different (in terms
of criticality and supercriticality). Thus, these results give a
coherent theoretical justification of the relevance of the statistic
z to characterize the brain states and to estimate their free
energy. Altogether, our findings represent a significant step in
the understanding of brain states, resulting in a coherent expla-
nation of the transition from awake to anesthesia: The phase
transition between brain states is driven by those parameters
that change the free energy, which are the “stiff” parameters of
the systems and which relate to population couplings.

Implications for Studies on Pathological Low-Level
States of Consciousness

The present study reports different fMRI statistics and derived
model properties for awake and anesthesia states. Notably, we
obtained similar results for the different anesthetic agents used
here. Specifically, we found that population couplings in the
different anesthesia conditions were very homogeneous (Fig. 3
and Supplementary Fig. 1), that is, fairly independent of the
anesthesia protocol. This homogeneity was also observed in the
derived macroscopic quantities (Fig. 4D-F and J-M). Since all the
anesthesia protocols used here induced loss of consciousness
(Uhrig et al. 2018; see also Supplementary Information), this sug-
gests that our findings relate to the state of (un)consciousness
rather than to the specific anesthetic agents.

An interesting extension of this work could be to study
brain dynamics in coma using the present statistical mechanics
framework. Loss of consciousness due to anesthesia or coma
shares common features: Complexity of dynamics and neural
communication are generally reduced in low-level states of con-
sciousness (Sitt et al. 2014; Schartner et al. 2015). Consequently,
estimates of complexity of human brain activity have been used
to assess the depth of anesthesia (Zhang et al. 2001; Singh et al.
2017) and to predict the recovery of consciousness in vegetative
patients (Sara et al. 2011). Reduction of complexity is consistent
with a deviation from critical dynamics when consciousness is
lost. Deviations from criticality can be quantified using pairwise
MEMs, although these models can only be estimated using
concatenated data from multiple scans. On the other hand,
an important advantage of coupling-MEMs is that they can be
fitted to single scans and, thus, they can evaluate interindividual
differences by analyzing the resulting parameters. Moreover,
the tractability of the partition function of these models allows
to directly calculate the free energy. We believe that combina-
tion of the models presented here, together with the measure
z, represents promising tools to study different disorders of
consciousness.

Supplementary Material

Supplementary material can be found at Cerebral Cortex online.
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